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Abstract— Currently, any logistics company is 
looking to maximize the efficiency and profitability 
of the supply chain. And for this purpose, the 
optimization systems of transport routes are 
basic, for this reason the creation of algorithms 
that allow to solve this problem is necessary. This 
research work focuses on the creation and design 
of four metaheuristic algorithms such as the 
Greedy algorithm, the stochastic algorithm based 
on random movements, the Iterative Local Search 
(ILS) algorithm, and finally the Simulated 
Annealing algorithm. The main characteristic of 
which is to start from an initial point, and through 
the exploration to the other points (neighborhood) 
vary the search solution, until returning to the 
starting point. This is achieved by means of the 
instances of the combinatorial problems to 
explore, a computational experimentation is 
implemented by means of which the behavior of 
each of the algorithmic methods that help to solve 
them can be observed. The use of these 
algorithms is intended to find the effective 
delivery routes for products or services, 
minimizing costs and delivery times. In addition, 
delivery route optimization can also contribute to 
environmental sustainability by reducing the 
distance traveled and carbon emissions. 

Keywords—Metaheuristics; greedy; simulated 
annealing; iterative local search; stochastic; route 
optimization; technological entrepreneurship. 

I.  INTRODUCTION  

At the present time the competitiveness in the 
national and global market is very difficult because the 
products need to be transported from the place where 
they are produced to the hands of the customer, that is 
why companies invest in improving their logistics 
systems. Within these logistic systems the mobilization 
of products is one of the main aspects, transportation 
is responsible for moving finished products, raw 
materials and inputs, between companies and 
customers that are geographically dispersed, and adds 
value to the transported products when they are 
delivered on time, undamaged and in the required 
quantities [1]. Likewise, transportation is one of the key 
points in customer satisfaction. However, it is one of 
the highest logistics costs and constitutes a 

representative proportion of product prices.  The costs 
associated with transportation are highly 
representative in the supply chain and are directly 
involved in the relationship with suppliers, customers 
and competitors [2]. This is why it is necessary to 
implement techniques to speed up and streamline the 
delivery of goods. One of the methods is to form 
delivery groups with customers that are closer to each 
other, in order to save fuel for delivery transports [3]. 

Companies such as Amazon, DHL, Estafeta, 
among others, have this type of systems that allow the 
optimization of delivery routes. However, these 
systems are expensive or difficult to acquire for small 
and medium enterprises (SMEs), these systems seek 
to optimize the delivery routes of the company, 
reducing costs, travel time and even carbon emissions 
emitted by the delivery vehicle [4]. That is why these 
small and medium-sized companies, such as the 
company used as an example in this work, have 
chosen to look for alternatives and design their own 
route optimization systems. 

Within the state of the art we have found some 
works related to the problem of delivery route 
optimization, within these works we have proposed the 
development of some algorithms that allow us to face 
this problem, some works make use of some trajectory 
algorithms [5, 6], some others make use of population 
algorithms [7] or there are also works where neural 
networks are implemented [8-10], whose main 
objective is to obtain efficient routes for the delivery of 
products. 

In this paper we will implement trajectory 
algorithms, such as the Greedy, the Iterative Local 
Search (ILS) algorithm, the stochastic algorithm based 
on random movements and the Annealing Simmulated 
algorithm to help an SME, dedicated to the sale of bulk 
products such as dry fruits, almonds, nuts and 
almonds, the stochastic algorithm based on random 
movements and the Annealing Simulated algorithm to 
help an SME, dedicated to the sale of bulk products 
such as dried fruits, almonds, nuts, etc., and the sale 
of spices such as bay leaves, cumin, cloves, etc., this 
company is located in Yuriria, Gto. 

Path algorithms are known as metaheuristic 
algorithms and are characterized by the fact that they 
start from a point for the continuous improvement of a 
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current solution by inspecting a neighborhood, and 
where the search finally ends when a maximum 
number of iterations is reached and a solution of 
acceptable quality is found, or a stalemate is detected 
in the exploration of the search space.  

Metaheuristic algorithms were introduced in 1986 
by Fred Glover [11]. The word metaheuristic derives 
from the composition of two Greek words heuristic 
which means "to find" and meta which can be defined 
as "beyond, at a higher level". That is why 
metaheuristic algorithms are referred to as a class of 
approximation methods designed for difficult 
combinatorial optimization problems. There are 
strategies of the same algorithms that allow to traverse 
the space of solutions of the problem, iteratively 
transforming an initial solution to these strategies are 
known as search metaheuristics, among which we can 
find the local search metaheuristics and global search 
metaheuristics. 

In local search metaheuristics, we start from an 
initial solution and iteratively try to improve the initial 
solution until it is no longer possible to obtain better 
results. This type of search is based on an analysis of 
similar or fenced solutions, called neighboring 
solutions. The main disadvantage of these searches is 
that they do not exploit the universe and are trapped in 
a local optimum. 

On the other hand, we have the global search 
metaheuristics which are designed with the purpose of 
escaping from local optima and not only perform a 
neighborhood exploration but an exploitation within the 
whole dataset. 

The following are the metaheuristic algorithms that 
will be addressed in this work: 

 

II. ALGORITHMS 

A. Greedy 

Despite the progress that has been made today in 
the exact resolution of combinatorial optimization 
problems, heuristic algorithms such as Greedy 
continue to play an important role, because adequate 
solutions can be obtained with a short processing time 
compared to other methods used.  

Greedy metaheuristic algorithms, characterized by 
using the available data of the problem to build a 
solution step by step, are one of the most widely used 
and best-known algorithms.  

However, Greedy algorithms generally fail to find a 
globally optimal solution because they do not operate 
exhaustively on all the data, i.e. they perform local 
searches only. They may make decisions too early, 
and by default this prevents them from finding the best 
overall solution later on [12]. 

 

B. Stochastic based on random movements 
(SRM) 

A stochastic algorithm based on random moves is 
a type of optimization algorithm that uses 
randomization and exploration components to search 
for solutions in a search space. These algorithms are 
applied to optimization problems, where one seeks to 
find the best possible solution within a set of possible 
solutions. 

The key feature of a stochastic algorithm based on 
random moves is that it makes decisions using 
random or probabilistic elements. Often, these 
algorithms generate candidate solutions by perturbing 
current solutions or randomly exploring the search 
space so it belongs to a metaheuristic algorithm that 
performs local and global searches. Random moves 
may include random changes in a current solution or 
random selection of neighbors in the search space 
[13]. 

C. Iterative Local Search (ILS) 

It is a metaheuristic optimization approach used to 
solve combinatorial optimization problems. This 
algorithm is based on local search, but incorporates a 
perturbation and intensified search component to 
escape from local optima and search for better quality 
solutions i.e., it explores globally as well. 

The main idea behind ILS is to iteratively perform 
the following steps: 

 Generation of an initial solution: It starts with 
an initial solution, which is often obtained 
randomly or by another heuristic approach. 
This initial solution may not be optimal. 

 Local Search: Applies a local search algorithm 
to the current solution. Local search examines 
neighborhoods of the current solution to find a 
better solution within that neighborhood. If a 
better solution is found, it becomes the new 
current solution. 

 Perturbation: After a local search phase, a 
perturbation is applied to the current solution. 
The perturbation modifies the current solution 
in some way, often randomly or by a specific 
perturbation process. 

 Intensification: After the perturbation, a local 
search is performed again on the perturbed 
solution to try to improve it. This may result in 
a different and hopefully better-quality solution. 

 Stopping criterion: The process of local search, 
perturbation and intensification is repeated for 
a specified number of iterations or until a 
predefined stopping criterion is met, such as a 
time limit or a maximum number of iterations 
without improvement. 
 

The Iterative Local Search Algorithm is effective in 
solving combinatorial optimization problems where the 
optimal solutions may be in local optima, since 
perturbation and intensified search allow exploring 
different areas of the solution space. The iterative 
approach, by repeating this process, tends to 
converge to better quality solutions over time. 
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It is important to note that ILS performance is 
highly dependent on the appropriate choice of local 
search, perturbation, and other parameters specific to 
the problem being addressed [14]. 

D. Simulated Annealing (SA) 

This algorithm consists of randomly generating a 
solution close to the current solution, which is 
accepted as good if it manages to reduce a certain 
cost function, or with a certain probability of 
acceptance. This probability of acceptance will be 
reduced according to the number of iterations and is 
also related to the degree of worsening of the cost, i.e., 
this algorithm can accept solutions that worsen the 
current solution, only that this acceptance will depend 
on a certain probability that depends on a parameter 
which is called temperature. 

The process followed by this algorithm starts from 
an initial solution which is progressively transformed 
into another solution, which in turn improves by 
introducing small perturbations or changes (such as 
changing the value of a variable or exchanging the 
values of two variables). 

If this change results in a "better" solution than the 
current solution, it is replaced with the new solution 
and the process continues until no further 
improvements are possible. 

This means that the search results are at the local 
optimum, not necessarily global. One way to avoid this 
problem is to allow certain moves to be towards worse 
solutions. But if the research really leads to a good 
solution, these "escape" movements must be made in 
a controlled manner. 

In this algorithm, this is done by controlling the 
frequency of output moves through a probability 
function that will reduce the probability of these moves 
to worse solutions as the development search 
progresses (and so, as expected, we are approaching 
a global optimum) [15]. 

1. Generic Elements: these are elements that do 
not have a direct dependence on the problem, 
although they must be fine-tuned for the 
specific problem to be solved.  

2. Problem-dependent elements. These are the 
elements that directly define the problem being 
solved. They define a model of the problem 
and the structure of the solution space for it. 

 

III. METHODOLOGY 

The proposed methodology was implemented with 
four delivery routes where for each delivery point the 
latitude and longitude coordinates of each of the points 
were obtained with the help of Google maps, these 
routes belong to the days in which the packing plant 
distributes its products. Figure 1 shows the routes 
marked in Google Maps, each of the locations is 
marked with a specific color that belongs to the 
specific day in which the products are delivered. 

 

 

Fig. 1. Delivery Route Locations. 

  

 Figure 2 shows the distribution graph of these 
points, and shows the initial routes that the packer has, 
the routes are also identified with their respective 
color, depending on the day of delivery. 

 

Fig. 2. Initial Delivery Routes (MATLAB). 

 Once the initial routes were available, the 
algorithms were implemented one by one, starting with 
the Greedy algorithm, followed by the SRM, then the 
ILS algorithm and finally the RS algorithm.  Adapting 
the algorithms to solve other optimization problems 
involves making modifications to several key aspects 
of the algorithm to fit the characteristics and 
constraints of the new problem. 
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Some of the areas that need to be modified for a 
specific problem are: 

 Objective Function and Solution Evaluation. 

 Solution Representation. 

 Neighborhood. 

 Stopping Criteria. 

 Adaptation and Exploration Function. 

 Validation and Testing. 

Adapting a metaheuristic algorithm to solve a new 
problem may require considerable design and fine-
tuning effort, as each problem has its own unique 
characteristics. In the case of this work, we used the 
distance parameter of the routes calculated by the 
Haversine formula, which is used to calculate the total 
distance between two points knowing their longitude 
and latitude [16], the formula used is shown below: 

 

𝑑 = 𝑅 ∗ [2𝑎𝑡𝑎𝑛2 (√𝑎, √(1 − 𝑎))]                       (1) 

 
Where, 

𝑎 = 𝑠𝑖𝑛2 (
𝑙𝑎𝑡2 − 𝑙𝑎𝑡1

2
) + 𝑐𝑜𝑠(𝑙𝑎𝑡1) ∗ 𝑐𝑜𝑠(𝑙𝑎𝑡2)

∗ 𝑠𝑖𝑛2 (
𝑙𝑜𝑛2 − 𝑙𝑜𝑛1

2
), 

 
𝑅 is the radius of the Earth which is 6371 𝑘𝑚, 𝑙𝑎𝑡1 and 

𝑙𝑜𝑛1 are latitude and longitude in radians of point 1 y 
𝑙𝑎𝑡2 y 𝑙𝑜𝑛2 are the latitude and longitude in radians of 
point 2. 

 It is worth mentioning that each of the algorithms 
were implemented in MATLAB, and for each problem 
each of the algorithms was run ten times in order to 
observe the variability in the exploration (local search) 
and exploitation (global search) of the algorithms, as 
well as to improve the quality of the solutions obtained, 
reduce the influence of randomness and obtain a more 
complete understanding of the behavior of the 
algorithm in different instances of the problem. This 
allows more informed decisions to be made about the 
quality of the final solution and the consistency of the 
algorithm's performance. 

 

IV. RESULTS 

Each of the algorithms were implemented route by 
route as mentioned above, the initial routes shown in 
Figure 2 were separated and evaluated. The results 
obtained for each of the routes are shown below.  

In figures 3-6, the results of each of the routes can 
be seen, the initial distance and 3 of the algorithms 
implemented in each route are presented, however, 
the results obtained with these algorithms (ILS, SRM 
and SA) failed to find an optimal route to solve this 
problem, the 3 algorithms present routes with greater 
distance than the initial one, so it is not considered to 
optimize the route. 

 

 

 

Fig. 3. Algorithms implemented Route 1. 

 

 

Fig. 4. Algorithms implemented Route 2. 
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Fig. 5. Algorithms implemented Route 3. 

 

 

Fig. 6. Algorithms implemented Route 4. 

The following table shows the best results obtained 
for the 3 algorithms (ILS, SRM and SA) compared to 
the initial routes that were already pre-established by 
the company. 

TABLE I.  RESULTS OF THE ALGORITHMS ILS, SRM AND SA. 

Algorithm results (km) 

Routes Initial ILS SRM SA 

1 200.51 229.38 432.25 547.23 
2 99.23 237.08 783.93 902.87 
3 113.35 201.47 623.22 776.41 
4 144.72 179.22 608.72 756.26 

Total 557.81 847.15 2448.12 2982.77 

  

The results of the Greedy algorithm, unlike those 
shown above, do not change each time they are used 

due to its operation. The results obtained with the 
Greedy algorithm compared to the initial routes that 
were already pre-established by the company are 
shown below. 

 

TABLE II.  GREEDY ALGORITHM RESULTS. 

Greedy algorithm results (km) 

Routes Initial Greedy 

1 200.51 128.8 
2 99.23 64.19 
3 113.35 90.21 
4 144.72 110.20 

Total 557.81 393.4 

  

According to the results obtained from Table 1 and 2, 
the best algorithm for this type of problem posed in this 
work is the Greedy algorithm, since with this algorithm 
the routes with the shortest possible distances were 
obtained. 

 Finally, after selecting the algorithm with the best 
result, the optimal route to be followed to achieve a 
total savings of 164.41 km (calculated from the data in 
Table II) was determined for the company's four 
delivery routes. The following figure shows these 
routes obtained by applying the greedy algorithm. 

 

 

Fig. 7. Improved route. 

 

V. CONCLUSIONS 

The use of path algorithms can help with the 
optimization of some problems, however, although 
they help to solve these problems, it may not be the 
expected result, that is why several algorithms have to 
be tested to find the one that performs best for solving 
the specific problem, as an example we have the 
present research work, in which 3 of the 4 algorithms 
failed to find the optimal solution (fig. 3-6 and table I), 
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however for other optimization problems, they could 
work adequately. 

On the other hand, the application of metaheuristic 
algorithms in route optimization can be a powerful tool 
for entrepreneurs seeking to improve operational 
efficiency, reduce costs and offer more competitive 
and sustainable services. 

 These algorithms can not only be used for delivery 
route optimization, they can be implemented in several 
areas within a company, it is a matter of testing which 
algorithms work best for each specific problem. 

Finally, according to the results in Table II, it is shown 
that the greedy algorithm for this specific problem 
works adequately, since it manages to significantly 
reduce the number of kilometers that must be traveled 
to achieve all the deliveries that are scheduled by the 
company. Thanks to the result of the greedy algorithm, 
a route map (fig. 7) could be made for each of the 
routes and the delivery points that are contemplated in 
each of them. 
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