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Abstract— Device-to-device communication is 
necessary to enhance signal transmission and to 
ensure effective communication. For this to be 
achieved, clustering of the cellular devices was 
necessary. In this paper, a comparative analysis of 
Self-organizing map (SOM)  and K-means clustering 
algorithms for selection of cluster heads in out-of-band 
device-to-device communication is presented. 
Particularly, about 1000 cellular devices were 
considered in this study, where the devices were 

randomly spread over a region of 2000 m2. The x-y 
coordinate position of the devices and the hardware 
capacity of the device were generated via normal 
distribution data generation format in MATLAB. The 
base station occupied a 1000 m by 0 m x-y 
coordinate. Out of the 1000 network devices (nodes)  
considered in the study area, the number of cluster 
heads selected with SOM cluster algorithm was 100. 
The remaining devices (nodes) not considered as 
cluster heads (cluster slaves) were clustered to the 
cluster heads. Similarly, K-means, being a 
conventional clustering algorithm was also used to 
cluster the system and was only able to select only 
two cluster heads out of the 1000 network devices 
(nodes)  considered. Accordingly, the SOM algorithm 
performed much better than the K-means. SO, the 
SOM algorithm is recommended for selection of 
cluster heads in out-of-band device-to-device 
communication in order to enhance transmission of 
signal and quality of service in such communication 
systems. 

Keywords— Device-to-device communication, 
clustering, Self-organizing map (SOM), K-means 
clustering,   5G network, Cluster Head, Hardware 
Capacity 

 
I. INTRODUCTION 

The wide use of wireless applications, such 
as computing, surfing the Internet, and downloading 
and watching digital multimedia has created a large 
demand for high-speed and efficient wireless 
communication technology [1,2]. Fifth generation (5G) 
is the next-generation mobile communication system 

that is being developed for the expected demand of 
information and communication after 2020. It will have 
higher spectrum utilization and transmission rate, 
significantly improved transmission delay and quality 
of service (QoS) perception, and an increased number 
of access links and security [3]. The use of device to 
device (D2D) communication allows the increase in 
system effectiveness of cellular communication; 
moreover, D2D directly influences at system level 
both efficiency and energy [4,5,6]. The users are 
distributed on the base stations (BS) coverage area 
randomly. Generally, network planning takes into 
account distribution of nodes in the geographical area 
letting operator provide at least wanted coverage and 
required throughput and QoS. 

Integration of D2Dcommunication technology 
became a mainstream direction for 5G communication 
networks. Driven by a huge increase in demand of 
multimedia traffic transfer, D2D communication allows 
saving scarce network resources by transferring data 
directly between devices either through in-band or 
out-of-band, and it also allows significant reduction in 
traffic, between base stations and end-user device 
[7,8,9].  

The combination of D2D communication 
technology and a cognitive radio (CR) can effectively 
reduce interference [10, 11]. CR technology, through 
interactions with the external environment in terms of 
multidimensional spectrum detection, as well as real-
time and interactive environments, is able to perceive 
any interference and make subsequent judgments so 
that cognitive users can choose the most appropriate 
communication frequency to avoid interference to 
primary users under the condition of the spectrum with 
the primary users sharing. How to manage the 
spectrum resources of the community as a whole, 
reasonably determine the communication power of 
each device, and minimize the interference between 
devices have become the main bottleneck for D2D 
communication to enter the practical stage. It is 
worthwhile to try to achieve power stability or learn 
from software reliability prediction through context 
sensitive rate Boolean control network  [10, 11]. 

 

http://www.jmess.org/
mailto:simeonoz@yahoomail.com
mailto:simeonozuomba@uniuyo.edu.ng


Journal of Multidisciplinary Engineering Science Studies (JMESS) 

ISSN: 2458-925X 

Vol. 6 Issue 10, October - 2020 

www.jmess.org 

JMESSP13420758 3858 

II. REVIEW OF RELATED WORKS 
According to the 3rd-Generation Partnership 

Project (3GPP),  D2D is a flexible paradigm of direct 
communication between devices which is open for 
use and based on cellular communication 
technologies (in-band D2D communication) and also 
WLAN technologies which are IEEE 802.11 
standardization (out-of-band D2D communication) 
device [7,8,9].  This significantly complicates feasibility 
of in-band D2D wide scale implementation at least for 
the time being. Out-of band D2D can be easily 
implemented with network assistance option; hence 
cellular operators are able to control out-of band 
sessions. For the obvious reasons, IEEE 802.11-
based Wireless Fidelity (Wi-Fi) is taken as the 

transmission technology for implementation of out-of-
band D2D functionality [7,8,9]. Operators of 
communication networks can encourage regular users 
to use D2D technology in order to improve the overall 
performance of the communication system in return 
for rewards proportional to their contributions. 

Typically, geographically, D2D nodes can 
form a cluster (see Figure 1), where traffic circulates 
between cluster nodes directly, and outside-of-cluster 
traffic is forwarded to BS via relay node, so-called 
cluster head. A number of algorithms for cluster head 
selection are available today [7,8,9]. 

 
 

 
Figure 1: Out of Band Clustering of D2D components 

Source: Paramonov, et al. [9]. 
The decision on selection of a particular 

cluster member as a cluster head affects at least 
network efficiency, energy expenditures, and quality of 
service (QoS) offered to all members within the 
cluster. Generally, if all data transfer where end-user 
device shall be equipped with appropriate members 
are the members of the same cluster, then the cluster 
can operate off-line, (that is, without connection to a 
BS). A larger number of cluster members are 
expected to lead to larger savings of the network 
resources. However, the maximum number of 
members in a cluster is restricted by coverage of 
selected D2D technology, channel throughput of 
cluster head and cluster traffic intensity, and cluster 
members physical location towards cluster head. 
Existing studies show that D2D clustering in 5G leads 
to reduction of signaling traffic and provides higher 
spectral efficiency and better energy performance 
than conventional cellular systems [12,13]. 

Thus, efficient D2D clustering in 5G networks 
especially with high density of devices is of a 
importance. Some past works have concentrated on 
quantitative and qualitative analysis of cluster 

algorithms for D2D communications. In [14] the 
authors provide comprehensive analysis of D2D 
communications. The use of out-of-band D2D 
communications and D2D clustering is discussed in 
detail given criteria of cluster head selection based on 
channel quality between cluster head and BS.  

In [15] the authors designed clustering 
algorithm for in-band D2D case, which increases 
system-level spectral efficiency. Numerical analysis 
and simulation modeling have shown that this 
proposal gives66%gain in terms of through put 
compared to traditional solutions, in the case where 
20% of users use D2D communication. The authors 
derived the probability density formula (pdf) for the 
optimal number of repeater units in the cluster and 
have come up with the cross-cluster interaction 
scheme. 

Also, via simulation the authors show that the 
proposed algorithm provides gains up to 40% in terms 
of network efficiency of resource use. uplink/downlink 
functionality. In case of in-band D2D communications, 
the transmission power should be properly regulated 
so that the D2D transmitter does not interfere with 
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different aspects of the out-of-band 
D2Dcommunication are presented in [16]. In [17] the 
authors developed analytical model of the network 
unloading for different D2D scenarios using stochastic 
geometry. The authors estimated potential 
opportunities of the out-of-band D2D communication, 
using both the system level and the mathematical 
analysis. They show that at 30% of clustering 
productivity and energy network performance increase 
up to four and two times, respectively. 

 In [18]  the authors studied problems of 
implementation of network-assisted D2D 
communication while interacting in social networks. 
Besides, they use the existing experimental LTE test 
bed for implementation of D2D system and show its 
performance evaluation in terms of latency and users’ 
satisfaction [19]. 

D2D transmission technology selection is still 
rather limited to Wi-Fi and Bluetooth due to wide 
implementation of those in consumer devices. Recent 
works consider D2D devices forming clusters by using 
WiFi Direct (see Figure 2) [8].  

 

 
Figure 2: Bluetooth piconet and scatternet 

structure  
Source: Nitti et al.,  [8] 

 
Due to features of radio channel, resources of 

channel between cluster member and cluster head 
may drastically vary for different nodes within one 
cluster. Therefore, while forming cluster, the way 

cluster heads are selected, shall be based primarily 
on anticipated QoS parameters, not distance alone 
suggested in recent studies [8]. The same applies to 
selection of cluster members. Meanwhile, clustering 
algorithm can be implemented for different target 
parameters such as cumulative throughput of cluster 
as a whole, maximum number of cluster nodes, and 
quality of service. Faced with the great prospect of 
applications with wireless D2D transmission in 
personal, public and industrial areas, many 
competitive out-band D2D technologies have already 
been developed. In this paper, the distance and the 
hardware capability of the nodes are considered 
simultaneously in order to determine if the node 
device is suitable to serve as a cluster head. 

 
III.  METHODOLOGY 

The methodology involves simulation with 
stochastically generated data. Generally, the data 
needed in the research includes the location of the 
mobile (handset) device with respect to the base 
station, the device (hardware) capacity and the 
received signal strength. Specifically, the location of 
the mobile (handset) device with respect to the base 
station is stochastically generated using random 
number that is exponentially distributed. Also, the 
device (hardware) capacity is stochastically generated 
using random number that is exponentially distributed. 
However, the received signal strength is computed 
using the statistically generated device location 
(distance) from the base station.   

In the research two different clustering 
algorithms were employed to select the cluster heads 
from among devices in a given cellular network and 
the clustering algorithms were also employed to 
assign different devices in the network to the selected 
cluster heads. The selection of the cluster heads is 
based on the distance of the nodes from the base 
station and the strength of the signal they received 
along with the hardware capacity of the phone. The 
flow diagram for the research process is presented in 
Figure 3. 
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Figure 3: Flow diagram for the Research Process. 

Source: Formulated by the researcher (2019). 
 

A.   The Case Study Data  
In this research, 1000 cellular device users 

are considered and they are located within a square 
distance of 2000 metres around the base station. The 
position of the base station was placed at the origin of 
the y-axis and the center of the x-axis (0 by 1000 
metres) with the different cellular users scattered 
around it (in order words the x-y position of the base 
station is 1000 m by 0 m (1000,0). The location of 
each of the 1000 cellular device users from the base 
station was generated in MatLab using the random 
number generator with normal distribution. The 
expression for the random number generator with 
normal distribution is given as follows: 

𝑟𝑎𝑛𝑑𝑛𝑑 = 𝑙𝑏 + (𝑢𝑏 − 𝑙𝑏) × 𝑟𝑎𝑛𝑑(1000,1) 
 (1) 

where 𝑟𝑎𝑛𝑑𝑛𝑑  is the randomly generated data for 
normal distribution. Lb is the lower boundary which 
indicates the minimum point of the location of the 
devices from the base station (0m) and ub is the 
upper indicating the maximum distance of the device 

from the base station (2000m). The graphical 
representation of the generated x-y coordinate 
position of each of the cellular user device is shown in 
Figure 4. Also, the MatLab codes for generating and 
plotting the device location data in the command 
window of MATLAB 2015a is as shown in Figure 5. 

 

Figure 4: Device to Device network 
     

START 

STOP 

Data Acquisition 

Identification of the Sink Position 

Modelling of The Selection of Cluster Heads and Clustering of Nodes to the Cluster Heads using 

Self Organizing Map (SOM) Algorithm 

Modeling of the Selection of Cluster Heads and Clustering of Nodes to the Cluster Heads Using 

K-Means Algorithm 

Simulation of the SOM and the K-Means Clustering Algorithms based on the Acquired Dataset 

and the Comparative Analysis of the Performance of the Two Clustering Algorithms 

Discussion of Results and the Research Findings and the Engineering Implications of the 

Research Findings 
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Figure 5: The MATLAB codes for generating the 
device location random number generator with 

normal distribution. 
  

The distance of each of the devices from the 
base station was computed using Pythagoras formula 
, given as; 

d =√𝑥2 + 𝑦2
2

  ( 2) 

where x any are the coordinates of the location of the 
device with respect to the base station, (x and y are 
distance in metres) while d is the straight-line distance 
from the device to the base station, again, d is in 
meter. Also, the received signal strength of each of 
the devices was computed using link budget equation. 
Specifically, the Received Signal Strength (RSS) 
value at each of the distances from base station is 

denoted as (𝑃𝐿𝑚(𝑑𝐵))  and is computed as follows [20]; 

 Pr(dBm)  = EIRPt(dBm) – 𝑃𝐿𝑚(𝑑𝐵) 

 ( 3) 

where: 𝑃𝐿𝑚(𝑑𝐵) is the  path loss foreach location at a 

distance d ( km). 
In this research, the path loss is the free-space path 
loss (P LFSPL(dB) ),  EIRPt is the Effective Isotropic 

Radiated Power in dBm and  Pr is the mean Received 
Signal Strength (RSS) in dBm. The free-space path 

loss (PLFSPL(dB)) is given as[20]; 

PLFSPL(dB) = 32.5 + 20 log f + 20 log d 

 ( 4) 
where: f is the frequency in MHz, and d is the link 

distance in Km. The effective isotropic radiated power 
EIRPt (dBm) is given as [20]; 

 EIRPt = PBTS + GBTS + GMS – LFC – LAB – LCF

 ( 5) 
 
where: PBTS = Transmitter Power (dBm),  GBTS = 
Transmitter Antenna Gain (dBi),  GMS = receiver 
antenna gain (dBi),  LFC = feeder cable and connector 
loss (dB),  LAB = Antenna Body Loss (dB) and  LCF = 
Combiner and Filter Loss (dB).  The values of these 
parametres are given as [20]; 

PBTS = 40 W = [30 + 10Log10 40] = 46 
dBm,  GBTS = 16 dBd = [16 + 2.15] = 
18.15 dBi,   GMS = 0 dBi,  LFC = 3 dB,  
LAB = 3 dB,  LCF = 4.7 dB. Hence,  the 
EIRPt   becomes; EIRPt = 46 + 18.15 – 
3 – 3 – 4.7 = 53.5 dBm. Therefore,   

 Pr(dBm)  = 53.5   – 𝑃𝐿𝑚(𝑑𝐵)  ( 6) 

Furthermore, the hardware capacity of each of the 
1000 cellular device users was generated in MatLab 
using random number generator with normal 
distribution.  In practice, the hardware capacity of 
mobile devices ranges from 1 to 5 as given by the 
following composite relations; 

4 <  𝑎 ≤  5;  means a very strong capacity.
3 <  𝑎 ≤  4;  means strong capacity

2 <  𝑎 ≤  3;means fairly strong hardware capability 
1 <  𝑎 ≤  2;        means poor capability
𝑎 ≤  1;                     very poor capability }

 
 

 
 

  ( 7) 

where a is the coded value of the hardware capability 
of the cellular devices. In respect of the range of 
values for the hardware capacity of the mobile 
devices, the expression used for the random number 
generator with normal distribution is given as follows: 

𝑟𝑎𝑛𝑑𝑛𝑑 = 1 + (5 − 1) × 𝑟𝑎𝑛𝑑(1000,1) 
 ( 8) 

B. Clustering With Self-Organizing Map and K-
Means Algorithms 

The steps used in this paper to implement the 
SOM and K-Means algorithms are shown in Figure 6.  
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Figure 6: The steps used in this paper  to implement the SOM algorithm. 

 
Step One: Generate the X and Y Coordinates of 

the Cellular devices 
In step one, the location of each of the 1000 

cellular devices is generated using the random 
number expression given in Equation  1 where the 

value of  ub = 1000 and lb = 0. The implementation in 
MATLAB generated an array of 1000 rows by one 
column data of the cellular devices location for the x 
and y coordinates which are then plotted in step two 
of the flowchart using the plot(x,y) commanc in 
MATLAB. 

 
 

Step Three:  Generate the hardware capacity code 
of each of the cellular devices 

In step three, the hardware capacity code (a) 
is determined based on Equation 8. The value of 

ranges from 1 to 5, as shown in Equations  7 and  8 
which are implemented in MATLAB as shown in 
Figure 7. 

 
Figure 7 : The code in MATLAB for generating the 

values of hardware capacity code (a) of each of 
the cellular devices. 

   

     Start  

#1::Generate The X And Y Coordinates of the Cellular devices 

#2::Plot the x-y coordinates of the Cellular devices and indicate the position of the sink 
 

#3::Generate the hardware capacity code of each of the cellular devices 

#4::Create the input variable to SOM (Distance and Hardware Capacity) 

 

#5::Import the input variable into the SOM environment  in MATLAB 

 

#6::Selection Of Number Of SOM Hidden Neurons 

 

#7::Train and retrain the SOM algorithms with the input data 

 

#8::     Write the Matlab code for the  K-Means algorithm 

 

#9::Perform the clustering with K-Means algorithm 
 

#10::Compare the results from the SOM algorithm and the K-means algorithm. 

     Stop 
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In step four the input variable to SOM (distance and 
hardware capacity) is created. Specifically, the x and y 
coordinates of the location of the cellular devices 
relative to the origin is used to determine the distance 
d, based on Equation 2. At the same, the distance, d 
is used to compute the received signal strength, 
Pr(dBm). Then, the variable for the input dataset to be 
used for the SOM algorithm (in this case, r as shown 
in Figure 8) is created. The variable r will contain the 
1000 two column matrix with one column containing 
the generated value of d and the other column 
containing the generated value of hardware capacity 
code (a), as shown in Figure 8, where d is the 
distance and a is the hardware capacity. 
The MATLAB SOM toolbox GUI is called up using 
nctool command, as shown in Figure 8. The 
architectural network used for the SOM   has the input 
layer, the hidden SOM neuron layer and the output 
layer. In step five  the input variable is imported into 
the SOM environment in MATLAB. 

The variable r that was created in Figure 8 
contains the input 1000 x 2 matrix dataset for the 
SOM training. In this section, the dataset is loaded for 
the training of the cluster algorithms. In step six, 
number of SOM hidden neurons is selected. In this 
study, 10 hidden neurons is selected which gave 100 
output neurons for the SOM algorithm. 
Train and retrain of the SOM algorithms with the input 
data is performed in step seven. After the data is 
loaded and the neurons are set, the SOM algorithms 

is trained and retrained until acceptable minimal error 
value is obtained. After the training and retraining 
were done, the cluster slaves are automatically 
attached to the cluster heads by the SOM algorithm.  
 

 

 
Figure 8: The Input variable to SOM for the 

selection of cluster heads from the 
cellulardevices. 

In step eight,  the clustering with K-Means algorithm is 
conducted. Since the data is already load in the 
MATLAB, the relevant MATLAB toolbox and code for 
the K-means clustering algorithm are used to 
implement the selection of the cluster heads and at 
the same time clustering of the slave devices to the 
cluster heads. The screenshot for the MATLAB code 
used to implement the K-means clustering algorithm is 
shown in Figure 9. 
 

 

Figure 9: The screenshot for the MATLAB code used to implement the K-means clustering algorithm 

 
IV. RESULTS AND DISCUSSION 

The graph in Figure10 shows the randomly 
generated clustered data points plotted with the 
number of cellular device users against the distance 
from the sink (base station).   
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Figure 10: The obtained data of cellular device 
users with their distance from the sink. 

  
 

A total of 1000 cellular device users were 
randomly clustered within a distance of 0 to 2000 
meters away from the base stations (for y-
coordinates) and 0 to 1000 meters from the base 
station for x-coordinates in a 2000 x 2000 m

2
 region. 

The base station (sink) is situated at the base of the 
region at 0 m of y-coordinates and 1000m (center) of 
x-coordinates. With the SOM algorithm a total of 100 
cluster heads were generated and the remaining 
cluster slaves were assigned to each cluster head. 
The generated cluster heads topology is shown in 
Figure 11. 

 
                      Figure 11: SOM topology of the 

cluster heads 
The diagram shown in Figure 11 is the 

topology of the 100 cluster heads after the input data 
had being trained and retrained through the SOM 
layer. The other devices not considered as cluster 
heads (cluster slaves) were assigned to the cluster 
heads with SOM algorithm. The neighbor connectivity 
of the cluster heads is displayed in Figure 10.  

 
Figure 10: X-Y coordinate position of the SOM 

selected cluster heads. 
   

The advantage of the SOM intelligent clustering 
algorithm is not just its efficiency is selecting higher 
cluster heads but its ability to identify the cluster 
heads with a high mobile device hardware capacity 
spread across the 2000 square metre of the region. 
The hardware capacity of each mobile device is 
shown in Figure 11. 

 
Figure 11: Hardware capacity of the cluster heads. 

   
The number of cluster slaves per cluster head 

is shown in Figure 12 and the data is plotted in Figure 
13. According to Figure 12 and Figure 13, the cluster 
head with highest number of cluster slaves was the 
twelfth cluster head whose x and y coordinate values 
are 78.562 m and 24.455 m respectively. The cluster 
head has a hardware capacity of 4.09.   
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Figure 12: Number of cluster slaves to cluster 

heads selected by SOM 

 
Figure 13: Plot showing the number of cluster 

slaves in a cluster head. 
In addition to the Self-organizing map (SOM),  K-
means was also used to cluster the cellular devices to 
their cluster heads and the result is shown in Figure 
14. Unlike the SOM, only two cluster heads was 
selected by the K-means. Also, despite having the 
least number of cluster heads, K-means was not able 
to properly and accurately cluster the cluster slaves to 
the cluster heads when compared with the SOM. 

 
Figure 14: Clustering with k-means. 

 

V.  CONCLUSION 
The paper presented two different clustering 

algorithms, namely, Self-organizing map (SOM) and 
K-means. The two algorithms were used in selecting 
the cluster head for a device –to-device 
communication. Notably, the superiority of artificial 
intelligent clustering algorithm (SOM), over 
conventional cluster algorithm was proven. In the 
study, the results show that the Self-organizing map 
(SOM) selected higher number of cluster heads to 
ensure effective device to device communication to 
curb the inefficient direct transmission from the base 
station to the cellular users. On the other hand, the 
number of cluster heads obtained from the k-means 
was not sufficient in ensuring adequate signal 
transmission among the cellular devices. Also, SOM 
selected devices via the hardware capacity 
irrespective of the position of the device from the base 
station to ensure that the signal transmitted reaches 
the cellular devices that are far away from the base 
station. 
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