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Abstract—In this paper, statistical modeling of 
the yearly residential energy demand in Nigeria is 
presented. Specifically, two statistical models 
were used, namely, the quadratic regression 
model without interaction and multiple linear 
regressions with one period l lagged dependent 
variable. In the study, 46 years data on the yearly 
residential energy demand in Nigeria was used 
along with data on temperature and population 
which are the explanatory variable. The details of 
the  models development process were presented 
and the regression coefficients were derived 
based on the case study dataset. The models 
prediction performances were assessed in terms 
of R-square value, the sum of square of error 
(SSE) and the root mean square error (RMSE). The 
results showed that the R-square value for the 
multiple linear regression model with one period 
lagged dependent variable was 0.8525 (85.25%), 
SSE was 571850 and  RMSE was 111.4970. Also, 
the R-square value for the quadratic regression 
model without interaction was 0.7265 (72.65%),  
SSE was 1060100 and  RMSE was 151.8083.  The 
multiple linear regression model with one period 
lagged dependent variable had a better prediction 
performance. As such it was used to forecast the 
yearly residential energy demand in Nigeria for the 
next eleven years (2018 -2028). The forecast result 
shows that in 2028 the yearly residential energy 
demand in Nigeria will be 12050.5 MW/h. The 
results in this study were compared with those 
obtained in a previous research where only eight 
years data was used. In that study, the quadratic 
regression model without interaction was found to 
be more accurate in the residential energy 
prediction with very high R-squared value. 
However, it can be concluded in this study that 
model prediction performance based on small 
sample is deceptive; sufficient data is required for 
effective modeling. 
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I.  INTRODUCTION 

Nigerian residential electric energy 
consumers have over the years suffered inadequate 
and recurring epileptic supply from the national grid 
[1,2,3,4,5,6]. In response, the Nigerian government 
has in recent years promised to address the 
challenges faced by the electric power sector 
[7,8,9,10]. To this end, effort are being made to 
effectively plan for adequate power supply to all the 
sectors of the economy. 

Importantly, electricity forecasting forms the 
basis for power system expansion planning, and 
affects system security and reliability [7,8,9,10]. 
Forecasting electricity can be generally classified into 
three categories based on discrete forecast range 
[11,12,13,14,15]. Firstly, short term forecasting of a 
few hours ahead to a few days  plays an important 
role in the day-to-day operation and scheduling of 
generating units [16,17,18]. Secondly, medium term 
forecasting over a period of a few weeks to a few 
months, and in some cases to a few years, is mainly 
useful for fuel allocation and maintenance scheduling 
[16,17,18,19]. Also, there are also long term forecasts 
over a period of 5 to 25 years. Therefore, long term 
forecasts of national electricity consumption assist the 
government and private sectors in the long term 
planning' of the electricity industry, such as when and 
where to build a power plant or when to expand 
capacity [20,21,22,23]. Consequently, in this paper, 
statistical modeling and long term forecasting of 
residential electricity in Nigeria is carried out using two 
different statistical models, namely, the quadratic 
regression model without interaction and multiple 
linear regressions with one period l lagged dependent 
variable. Existing study in [24] was based on eight 
years data which was not sufficient for long term 
forecasting purpose. 

Consequently, in this paper, a long term data  
consisting of 46 years (1970 -2015) data on the 
residential energy demand in Nigeria was used along 
with data on the explanatory variables which are 
temperature and population to model of the yearly 
residential energy demand in Nigeria. The study 
became necessary when preliminary study with the 
two models and the long term data gave slightly 
different results from the already existing study. The 
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detailed model development are presented along the 
MATHLAB program computation results and graph 
plots for the actual and the model predicted yearly 
residential energy demand in Nigeria. The 
comparative evaluation of the prediction performance 
of the two models are also presented along with the  
forecast of future yearly residential energy demand in 
Nigeria. 

II.  METHODOLOGY 

A.  Model 1: Quadratic Regression Model without 
Interaction. 

With the quadratic regression model without 

interaction the residential electricity consumption, Et  
is expressed as a function of population, Pt   and 

temperature, Tt , as follows; 

Et = α0 + α1Pt + α2Tt + α3Pt
2 + α4Tt

2 + εt    (1)   

Where the error term is εtand α0,α1 , α2, α3 , α4 and 
α5 are regression coefficients. The error term,εt, is 

given as; 

εt = Et − α0 − α1Pt − α2Tt − α3Pt
2 − α4Tt

2  (2)   

The of square error, εt
2 is given as; 

εt
2 = (Et − α0 − α1Pt − α2Tt − α3Pt

2 − α4Tt
2)
2
 (3)   

Hence, the sum of square of error denoted as S is 
defined as; 

S = ∑ (εt
2)𝑛

𝑡=0 = ∑ (Et − α0 − α1Pt − α2Tt − α3Pt
2 −𝑛

𝑡=0

α4Tt
2)
2
  (4)    

When the partial derivative of the sum of square of 
error is taken with respect to  α0, α1 , α2, α3and α4then: 

∂S

𝜕α0
= −2∑ (Et − α0 − α1Pt − α2Tt − α3Pt

2 − α4Tt
2)𝑛

𝑡=0  (5)    

Hence,  

∂S

𝜕α0
= −2[∑Et − nα0 − ∑α1Pt −∑α2Tt − ∑α3Pt

2 −

∑α4Tt
2]   (6) 

Equally,  

∂S

𝜕α1
= −2∑ (Pt)(Et − α0 − α1Pt − α2Tt − α3Pt

2 −𝑛
𝑡=0

α4Tt
2)   (7)    

∂S

𝜕α1
= −2(∑EtPt − α0∑Pt − α1∑Pt

2 − α2∑TtPt −

α3∑Pt
3 − α4∑Tt

2Pt)    (8)    

∂S

𝜕α2
= −2∑ (Tt)(Et − α0 − α1Pt − α2Tt − α3Pt

2 −𝑛
𝑡=0

α4Tt
2)   (9)    

∂S

𝜕α2
= −2(∑EtTt − α0∑Tt − α1∑TtPt − α2∑Tt

2 −

α3∑Pt
2Tt − α4∑Tt

3)    (10)    

∂S

𝜕α3
= −2∑ (Pt

2)(Et − α0 − α1Pt − α2Tt − α3Pt
2 −𝑛

𝑡=0

α4Tt
2)   (11)    

∂S

𝜕α3
= −2(∑EtPt

2 − α0∑Pt
2 − α1∑Pt

3 − α2∑TtPt
2 −

α3∑Pt
4 − α4∑Tt

2Pt
2
t
) (12)    

∂S

𝜕α4
= −2∑ (Tt

2)(Et − α0 − α1Pt − α2Tt − α3Pt
2 −𝑛

𝑡=0

α4Tt
2)   (13)    

∂S

𝜕α4
= −2(∑EtTt

2 − α0∑Tt
2 − α1∑PtTt

2 − α2∑Tt
3 −

α3∑Pt
2Tt

2 − α4∑Tt
4)    (14)  

∂S

𝜕α5
= −2∑ (PtTt)(Et − α0 − α1Pt − α2Tt − α3Pt

2 −𝑛
𝑡=0

α4Tt
2)   (15)    

∂S

𝜕α5
= −2(∑EtPtTt − α0∑PtTt − α1∑Pt

2Tt −

α2∑PtTt
2 − α3∑Pt

3Tt
2 − α4∑PtTt

3)   (16)    

Then the   derivatives in Equation(7) to Equation (16) 
are set to zero as follows; 

∂S

𝜕α0
=

∂S

𝜕α1
=

∂S

𝜕α2
=

∂S

𝜕α13
=

∂S

𝜕α4
= 0   (17) 

Then; 

∑Et = nα0 − α1∑Pt − α2∑Tt − α3∑Pt
2 − α4∑Tt

2

 (18) 

∑EtPt = α0∑Pt + α1∑Pt
2 + α2∑TtPt + α3∑Pt

3 +

α4∑Tt
2Pt  (19) 

∑EtTt = α0∑Tt + α1∑TtPt + α2∑Tt
2 + α3∑Pt

2Tt +

α4∑Tt
3  (20) 

∑EtPt
2 = α0∑Pt

2 + α1∑Pt
3 + α2∑TtPt

2 + α3∑Pt
4 +

α4∑Tt
2Pt

2    (21) 

∑EtTt
2 = α0∑Tt

2 + α1∑PtTt
2 + α2∑Tt

3 +

α3∑Pt
2Tt

2 + α4∑Tt
4      (22) 

In a matrix form the five simultaneous equations 
becomes; 

(

  
 

∑Et
∑EtPt
∑EtTt
∑EtPt

2

∑EtTt
2)

  
 
=

(

 
 
 

n ∑Pt ∑Tt ∑Pt
2 ∑Tt

2

∑Pt ∑Pt
2 ∑Tt Pt ∑Pt

3 ∑PtTt
2

∑Tt ∑Tt Pt ∑Tt
2 ∑Pt

2Tt ∑Tt
3

∑Pt
2 ∑Pt

3 ∑Pt
2Tt ∑Pt

4 ∑Tt
2Pt

2

∑Tt
2 ∑PtTt

2 ∑Tt
3 ∑Tt

2Pt
2 ∑Tt

4
)

 
 
 

(

 
 

α0
α1
α2
α3
α4)

 
 

  (23) 

Let the following terms, R1, U1 and ac1 be defined  as 
follows; 
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R1 =

(

 
 
 
 
 

n ∑Pt ∑Tt ∑Pt
2 ∑Tt

2 ∑PtTt
∑Pt ∑Pt

2 ∑Tt Pt ∑Pt
3 ∑PtTt

2 ∑Pt
2Tt

∑Tt ∑Tt Pt ∑Tt
2 ∑Pt

2Tt ∑Tt
3 ∑PtTt

2

∑Pt
2 ∑Pt

3 ∑Pt
2Tt ∑Pt

4 ∑Tt
2Pt

2 ∑Pt
3Tt

∑Tt
2 ∑PtTt

2 ∑Tt
3 ∑Tt

2Pt
2 ∑Tt

4 ∑PtTt
3

∑PtTt ∑Pt
2Tt ∑PtTt

2 ∑Pt
3Tt ∑PtTt

3 ∑Pt
2Tt

2)

 
 
 
 
 

 

(24)  

U1 =

(

  
 

∑Et
∑EtPt
∑EtTt
∑EtPt

2

∑EtTt
2)

  
 

 (25) 

a1 =

(

 
 

α0
α1
α2
α3
α4)

 
 

    (26) 

Hence, Equation (23) becomes; 

R1(ac1) = U1  (27) 

Therefore, the values of the regression coefficients ac1 
are obtained from the expression given as; 

ac1 = R1
−1(U1)  (28) 

 

When the case study data on Pt, Tt and Et are applied, 

the regression coefficients   α0, α1 , α3, α4  and α5 
values obtained from Equation (28) are; 

  α0 =  162.312 

α1 = 42.11 

α2 = 5.2133 

α3 = −1.092 

α4 = 0.612 

Eventually, Et,  the residential energy consumption in 
Nigeria can be modeled according to the quadratic 
regression model with interaction terms is given as; 

Et = 162.312 + 42.11Pt + 5.2133Tt − 1.092Pt
2 +

0.612Tt
2             (29)  

 

B. Model 2 Multiple Linear Regressions with One 
Period l Lagged Dependent Variable 

Multiple Regressions with one period lagged of the 
dependent variable is a linear regression that 

represents residential electricity consumption (Et)  in 
terms  of temperature (T), population (P) and 
residential electricity consumption with one period 
lagged of the dependent variable as follows; 

Et = 𝑓(Pt , Tt, Et−1)  (30) 

Et = α0 + α1Pt + α2Tt + α3Et−1 + εt             (31)                                                                   

where: α0, α1 , α2  and α4 are regression coefficients 

and εtis the  error which can be expressed as; 

εt = Et − α0 − α1Pt − α2Tt − α3Et−1  (32)     

εt
2 = (Et − α0 − α1Pt − α2Tt − α3Et−1)

2   (33)     

Therefore, the sum of square of error, s is given as; 

S = ∑ (εt
2)𝑛

𝑡=0 = ∑ (Et − α0 − α1Pt − α2Tt −
𝑛
𝑡=0

α3Et−1)
2   (34)  

The partial derivative of S in terms of  α0, α1, α2 and α3  
gives: 

∂S

𝜕α0
= −2∑ (Et − α0 − α1Pt − α2Tt − α3Et−1)

𝑛
𝑡=0   (35) 

∂S

𝜕α0
= −2[∑ (Et) − (nα0) − ∑ (−α1Pt) −

𝑛
𝑡=0

𝑛
𝑡=0

 ∑ (α2Tt)
𝑛
𝑡=0 −∑ (α3Et−1)

𝑛
𝑡=0 ] (36) 

∂S

𝜕α1
= −2[∑ (Pt)(Et − α0 − α1Pt − α2Tt − α3Et−1)

𝑛
𝑡=0 ]

  (37) 

∂S

𝜕α1
= 2[EtPt − α0∑ (Pt)

𝑛
𝑡=0 − α1∑ (Pt

2)𝑛
𝑡=0 −

α2∑ (TtPt) − ∑ (α3Et−1Pt)
𝑛
𝑡=0

𝑛
𝑡=0 ]  (38) 

∂S

𝜕α2
= −2∑ (Tt)(Et − α0 − α1Pt − α2Tt − α3Et−1)

𝑛
𝑡=0  

  (39) 

∂S

𝜕α2
= −2[EtTt − α0∑ (Tt)

𝑛
𝑡=0 − α1∑ (TtPt)

𝑛
𝑡=0 −

α2∑ (Tt
2) − ∑ (α3Et−1Tt)

𝑛
𝑡=0

𝑛
𝑡=0 ]  (40)    

∂S

𝜕α3
= −2∑ (Et−1)(Et − α0 − α1Pt − α2Tt − α3Et−1)

𝑛
𝑡=0

   (41) 

∂S

𝜕α3
= −2[Et−1Et − α0∑ (Et−1)

𝑛
𝑡=0 − α1∑ (Et−1Pt)

𝑛
𝑡=0 −

α2∑ (Et−1Tt) − ∑ (α3Et−1
2)𝑛

𝑡=0
𝑛
𝑡=0 ](42)    

 

The partial derivatives are then set to zero which 
results in a set of four simultaneous equations as 
follows; 

∂S

𝜕α0
=

∂S

𝜕α1
=

∂S

𝜕α2
=

∂S

𝜕α3
= 0   (43) 

∑Et = 𝑛α0 + α1∑Pt + α2∑Tt + α3∑Et−1
∑EtPt = α0∑Pt + α1∑Pt

2 + α2∑Tt Pt + α3 ∑Et−1Pt
∑EtTt = α0∑Tt + α1∑Tt Pt + α2∑Tt

2 + α3∑Et−1Tt
∑EtEt−1 = α0∑Et−1 + α1∑Et−1 Pt + α2∑Et−1Tt + α3∑Et−1

2
}
 
 

 
 

   (44) 

In a matrix form the four simultaneous equations 
becomes; 
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(

 

∑Et
∑EtPt
∑EtTt
∑EtEt−1)

 =

(

 
 

n ∑Pt ∑Tt ∑Et−1
∑Pt ∑Pt

2 ∑Tt Pt ∑Et−1 Pt
∑Tt ∑Tt Pt ∑Tt

2 ∑Et−1Tt
∑Et−1 ∑Et−1 Pt ∑Et−1Tt ∑Et−1

2
)

 
 

(

 
 
 
 

α0

α1

α2

α3)

 
 
 
 

 

 (45) 

Let the following terms, R2, U2 and ac2 be defined  as 
follows; 

 

R2 =

(

 
 

n ∑Pt ∑Tt ∑Et−1
∑Pt ∑Pt

2 ∑Tt Pt ∑Et−1 Pt
∑Tt ∑Tt Pt ∑Tt

2 ∑Et−1Tt
∑Et−1 ∑Et−1 Pt ∑Et−1Tt ∑Et−1

2
)

 
 

 (46) 

U2 =

(

 

∑Et
∑EtPt
∑EtTt
∑EtEt−1)

  (47) 

ac2 =

(

 
 
 
 

α0

α1

α2

α3)

 
 
 
 

 (48) 

Hence, Equation (45) becomes; 

R2(ac2) = U2  (49) 

Therefore, the values of the regression coefficients ac2 
are obtained from the expression given as; 

ac2 = R2
−1(U2)  (50) 

When the case study data on Pt, Tt and Et are applied, 
the regression coefficients   α0, α1 , α3, α4  and α5 
values obtained from Equation (50) are; 

  α0 =  0.4786 

α1 = 0.00025 

α2 = 0.0180 

α3 = 0.7583 

Eventually, Et,  the residential energy consumption in 
Nigeria can be modeled according to the multiple 
linear regressions with one period lagged of the 
dependent variable is given as; 

𝐸𝑡 =  0.4786 +  0.00025𝑃 − 0.0180𝑇 + 0.7583𝐸𝑡−1   (51)  

 

III.  RESULTS AND DISCUSSION 

The graph plot showing the actual yearly residential 
energy demand in Nigeria and the predicted 
residential energy demand based on the quadratic 
regression model without interaction is presented in 
Figure 1. Also in Figure 1 are the graph plots for the 
explanatory variables, namely, temperature and 
population. The R-square value for the quadratic 
regression model without interaction is 0.7265 
(72.65%), the sum of square of error (SSE) is 
1060100 and root mean square error (RMSE) is 
151.8083. 

The graph plot showing the actual yearly residential 
energy demand in Nigeria and the predicted 
residential energy demand based on the multiple 
linear regression model with one period lagged 
dependent variable is presented in Figure 2. Also in 
Figure 2 are the graph plots for the explanatory 
variables, namely, temperature and population. The 
R-square value for the multiple linear regression 
model with one period lagged dependent variable is 
0.8525 (85.25%), the sum of square of error (SSE) is 
571850 and root mean square error (RMSE) is 
111.4970. Essentially, the multiple linear regression 
model with one period lagged dependent variable has 
a better prediction performance. As such it was used 
to forecast the yearly residential energy demand in 
Nigeria for the next eleven years (2018 -2028), as 
shown in Figure 3 and Table 1. The forecast result 
shows that in 2028 the yearly residential energy 
demand in Nigeria will be 12050.5 MW/h. 

In a similar study published in 2017 [24] the study 
eight years (2007 – 2014) data for the model 
development and the models had very high prediction 
performance with R-squared value of over 0.93 for 
both models. However, the quadratic regression 
model without interactions had a higher  R-squared 
value of over 0.9389 and was then selected as the 
best model for charactering the yearly residential 
energy demand in Nigeria. On the other hand, in this 
study which used 46 years (1970 – 2015) data the R-
squared value for the two models dropped and the 
multiple linear regression model with one period 
lagged dependent had a better prediction 
performance than the quadratic regression model 
without interactions. In essence, the small sample of 
data used in the previous study was not sufficient to 
effectively characterize the yearly residential energy 
demand in Nigeria. 
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Figure 1: Plot of residential power consumption with quadratic regression model without interaction 

 

 

Figure 2: Plot of residential power consumption with the multiple linear regression model with one period lagged 
dependent variable 
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Table 1: The yearly residential energy demand forecast using the multiple regression model with one period 
lagged dependent variable  (MW/h) 

Year 
Yearly residential energy demand forecast using the multiple 

regression model with one period lagged dependent variable  (MW/h) 

2018 11010.3 

2019 11117.7 

2020 11246.7 

2021 11369.7 

2022 11466.5 

2023 11581.1 

2024 11691.0 

2025 11775.8 

2026 11879.7 

2027 11966.9 

2028 12050.5 

 

 

 

Figure 3: The yearly residential energy demand forecast using the multiple regression model with one 
period lagged dependent variable  (MW/h) 

IV.  CONCLUSION 

The yearly residential energy demand in Nigeria is 
analyzed using two statistical models, namely, the 
quadratic regression model without interaction and 
multiple linear regressions with one period l lagged 
dependent variable. The study used 46 years data on 

residential energy demand as well as data on 
temperature and population which are the explanatory 
variable. The analysis showed that the multiple linear 
regressions with one period l lagged dependent 
variable is more accurate in predicting the yearly 
residential energy demand than the quadratic 
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10800

11000

11200

11400

11600

11800

12000

12200

2018 2020 2022 2024 2026 2028

Y
e

a
rl

y
 R

e
si

d
e

n
ti

a
l 

E
n

e
rg

y
 D

e
m

a
n

d
 

fo
re

ca
st

 u
si

n
g

 t
h

e
 M

u
lt

ip
le

 R
e

g
re

ss
io

n
 

M
o

d
e

l 
w

it
h

 O
n

e
 P

e
ri

o
d

 L
a

g
g

e
d

 
D

e
p

e
n

d
e

n
t 

V
a

ri
a

b
le

  (
M

W
/

h
) 

 

Year 

http://www.jmess.org/


Journal of Multidisciplinary Engineering Science Studies (JMESS) 

ISSN: 2458-925X 

Vol. 4 Issue 6, June - 2018 

www.jmess.org 

JMESSP13420750 3706 

multiple linear regressions with one period l lagged 
dependent variable is used to forecast the yearly 
residential energy demand in Nigeria for the years 
2018 to 2028. The results in this study were compared 
with those obtained in a previous research where only 
eight years data was used. In that study, the quadratic 
regression model without interaction was found to be 
more accurate in the residential energy prediction with 
very high R-squared value. However, when that model 
was subjected to the long term data used in this study, 
the model prediction performance dropped 
significantly and the multiple linear regressions with 
one period l lagged dependent variable was found to 
be more accurate. In all, it can be concluded in this 
study that sufficient data is required for effective 
modeling and model prediction performance based on 
small sample is deceptive. 
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