Abstract—We propose a hybrid method for detecting circles in this paper. In the first stage, dominant point detection is used to classify curve into linear and nonlinear segments. In the second stage, the geometric properties are used to estimate the centers and radii for nonlinear segments. In the final procedure, the nonlinear segments are classified into several clusters. The circles are identified if they have small fitting errors. The proposed hybrid method has been evaluated using both of the synthetic and real images. The experimental results show that the proposed method is efficient.
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I. INTRODUCTION

Recognizing industrial parts is an important task in many applications. Industrial parts with a round shape are seen everywhere. They need to be measured and inspected during the manufacturing or assembling processes. Many methods have been proposed to detect circles in the past years. Most algorithms of them are based on Hough transform (HT) or its variants [3, 9-10, 17, 22]. The HT based methods usually employ a 3D accumulator array to mapping the x-y coordinates of the points to the corresponding parameter space. After all these points have been processed, a peak finding procedure is applied to locate circles. It will detect a circle with center and radius, if it is a peak in the parameter space. However, especially for an image containing noise, they suffer from at least one of the following problems: (1) an algorithm for peak-finding in the 3D accumulator is implicit and complex, (2) an inappropriate structure of accumulator fails to detect such a circle, (3) the precision of the center is low, (4) large storage is required for the 3D accumulator, and (5) much operating time is taken. Therefore, many HT based algorithms tend to solve the above problems by using different data structures or identifying strategies [6-7, 12-15, 18-19]. The modified method may have better effectiveness in identifying circles. However, the HT based algorithms are restricted to pixel accuracy. It is not enough for machine vision system that requires subpixel accuracy. To reach subpixel accuracy requirement, the HT-based algorithms will need much computation effort and memory space.

Due to the drawbacks of the HT based methods, some non-HT based algorithms have been proposed [2, 4-5, 8, 11, 16, 20, 21]. They use either other different searching strategies or optimization schemes. Ayala-Ramirez et al. [2] proposed a genetic algorithm for circle detection. It uses a three-edge point circle presentation and eliminates unfeasible circle locations to reduce the search space. Chen and Lin [4] used the orthogonal circular detector to estimate the parameters of circles. It consists of five 9x9 masks based on a truncated basis system set. Chen and Lee [5] proposed a circular object detection and location technique. The geometric properties of a circle are used to find some pixels on a circle and then fit these pixels to get the parameters of the circular object. Cuevas et al. [8] proposed an electro-magnetism optimization method to detect circles. The set of encoded candidate circles are evaluated if they can fit into the actual circles. Ho and Chen [11] used the global geometric symmetry to classify points into several sub-images. The parameters of circles are then estimated based on the above geometric symmetry centers. Lim et al. [16] proposed a scale-space filtering to extract curve segments. The segments are evaluated by two measurements to find the circular arcs. Wojcik [20] represented objects as nodes of a graph. The weights to nodes are based on the properties of the objects. A template matching technique is used to recognize the circular objects. It is a simple method, but it fails to detect partially occluded circular object. Yu and Bajaj [21] used the Voronoi diagram and the distance transform to develop a circle detection method. The circles can be detected from searching the distance map. The geometric properties are used to reduce the computation effort. The possible circular points are then applied to a fitting process to find the parameters of circle. The method is simple and it is effective. However, it is not robust for the partially occluded circles.

In this paper, we propose a hybrid method to detect circles. It is a simple and efficient technique. In the first stage, the curves are divided as linear and nonlinear segments. The geometric properties of circles are then applied to the nonlinear segments to find the possible centers and radii in the merge stage. The centers and radii are evaluated to see if they are good enough by the fitting errors. The experimental results show that the proposed method can detect broken and occluded circles effectively. Further, it is robust for noisy images. The proposed method is presented in section 2. The experimental results are illustrated in section 3. Discussion and conclusion are given in the final section.
II. THE HYBRID METHOD

A. Split Curves

Information about a curve is usually concentrated at the dominant points. As a result, the dominant points are considered as representative features for the object contours, because they reserve the significant features of the digitized curve of the images [1]. Fig. 1 shows a curve with two linear segments and one nonlinear segment.

![Figure 1: Example of a curve has three dominant points](image1)

The curve can be divided into three segments by three dominant points. It is seen that the linear segments are not circular arcs. Only the nonlinear segments on a curve may be considered as possible circular arcs. In order to split curve into several segments, we use an adaptive method to find the dominant points. Each segment is then checked if it is linear or nonlinear.

The dominant points are the points with local maximum curvature. For a continuous curve, the curvature at a point is defined as the rate of change of slope as a function of the arc length. However, the above definition of curvature can’t apply to a digital curve. Therefore, the dominant point detection algorithms use the information that can be extracted from the neighbors to estimate the curvatures.

For an asymmetry support region, the forward length and the backward length of support region may be different as shown in Fig. 2. We can define the above estimated curvatures using the asymmetry support regions.

![Figure 2: Asymmetry method for curvature estimation](image2)

The k-cosine for an asymmetry support region of two vectors is defined as:

\[
\cos \theta_{i,B_i,F_i} = \frac{\hat{a}_{i,B_i,F_i} \cdot \hat{b}_{i,B_i,F_i}}{|\hat{a}_{i,B_i,F_i}| |\hat{b}_{i,B_i,F_i}|}
\]  

(1)

Fig. 3 shows the three possible methods to extend the length: (a) backward, (b) forward, (c) both in backward and forward.

![Figure 3: Three possible methods to extend the length: (a) backward, (b) forward, (c) both in backward and forward.](image3)

The following algorithm presents the method for determining the asymmetry supporting regions.

**Algorithm 1.** Determination of the forward and the backward lengths of support region of the i th point.

Step 1. Let $B_i=1$ and $F_i=1$, initially.

Step 2. Let $\max_{ALL} = \max|c_i,B_{i+1,F_i},c_i,B_{i+1,F_{i+1}}|$. If the following condition is satisfied, then stop.

\[
c_i,B_{i,F_i} > \max_{ALL}.
\]  

(2)
where \( c_{i,B,F} \) is computed by (1).

Step 3. Increase \( B_i \) or \( F_i \) by considering the following three cases:

(a) Increase \( B_i \) by 1, if \( c_{i,B,F_i+1} = \max \). 
(b) Increase \( F_i \) by 1, if \( c_{i,B,F_i+1} = \max \). 
(c) Increase both of \( B_i \) and \( F_i \) by 1, if \( c_{i,B,F_i+1} = \max \).

Go to step 2.

After the backward and the forward lengths of the support region have been determined. The region of support of the \( i \)th point, \( P_i \), is then defined as the set of points:

\[
\text{RS}(P_i) = \{P_i-B_i, \ldots, P_0, \ldots, P_{F_i+F_i}\}.
\]

Once the asymmetry region of support for each point has been determined, find the estimated curvature by smoothing the \( B_i \times F_i \) curvatures:

\[
c_i = \frac{1}{B_i F_i} \sum_{k=1}^{B_i} \sum_{j=1}^{F_i} c_{ijk}.
\]

Fig. 4. The distance between a point and the approximated line segment

Since the distance between the point and the approximated line segment represents the distortion of linearity. In this paper, the average distance is used as a linearity criterion to assess the distortions caused by the approximated line segment (see Fig. 4). It is defined as

\[
D = \frac{1}{n} \sum_{j=1}^{n} d_j / n
\]

Since the distortion is small for a linear segment. The smaller the average distance is, the better linearity is. Therefore, a segment with a small average distance is considered as a linear segment. Otherwise, it will be considered as a nonlinear segment.

B. Find Centers and Radii

Once the nonlinear segments have been determined, it needs to find the locations of the circular objects. We use the geometric properties of a circle to derive a method for finding center and radius. Suppose that line \( L \) is the perpendicular bisector of a chord on a circle as seen in Fig. 5, line \( L \) will pass through the center \( C \).

Since the perpendicular bisectors of any chords will pass through the center, they will have an intersection at the center. From the above geometric properties, we can find the center from three points on a circle. Both of them will pass through the center, so they will intersect at the center (see Fig. 6).

Fig. 6. Two perpendicular bisectors of chords will intersect at the center.

As a result, all perpendicular bisectors of chords will pass through the center, they will intersect at the center. However, for a digital curve, the points may not exactly on a circle. In addition, there may exist noisy points that are not of the circle. Any two perpendicular bisectors will have an intersection. Therefore, there will be many different intersections of the perpendicular bisectors of
a nonlinear segment as seen in Fig. 7. To solve the problem, we can use the average position of intersections as the estimated center.

![Fig. 7. Estimate the center by averaging the intersections.](image)

Suppose that \( C_i(x_{ci}, y_{ci}) \) is the \( i \) th intersection, the estimated center \( C(\hat{x}_c, \hat{y}_c) \) can be defined as:

\[
\hat{x}_c = \frac{\sum_{i=1}^n x_{ci}}{m} \tag{6}
\]
\[
\hat{y}_c = \frac{\sum_{i=1}^n y_{ci}}{m} \tag{7}
\]

The estimated center has been found by the above equations. The distances between the points and the estimated center are considered as the approximated radii. Since the points may not on the approximated circle exactly as seen in Fig. 7. Therefore, the average of distances is defined as the estimated radius \( \hat{r} \), it can be found by (see Fig. 8)

\[
\hat{r} = \frac{\sum_{i=1}^n r_i}{n} \tag{8}
\]

![Fig. 8. Estimate the radius by averaging the distances.](image)

III. EXPERIMENTAL RESULTS

In order to evaluate the proposed method, it has been tested on 500 synthetic images. Each of the synthetic images includes nine objects. They are one perfect, four half-broken, and four quartered circular objects with random radii varying from 3 to 50 pixels. One example of the images including nine types of circular objects is presented in Fig. 9. Further, in order to access the ability of the proposed method under noisy condition, noise was added to each of the testing images with signal to noise ratio (S/N) 20, 30, and 40, respectively.

![Fig. 9. A synthetic image containing nine types of circular objects.](image)

All of the circular objects have been correctly detected in the experiments. For noise-free images, it is seen that the average values are very small (not exceed 0.30 pixels) for all the nine types of circular objects. Especially for perfect circular objects, the average \( x_e \) and \( y_e \) are very small and they are about 0.01 pixels. In addition, it is seen that the average accuracy level of radius approximates to 0.05 pixels for perfect circular object. For half-broken circular objects under the four directions, the accuracy level can reach 0.15 pixels. The quartered-circles can also be correctly detected. The errors are small too. They are about 0.30 pixels. In addition, the proposed method can also detect very small circular objects. For a synthetic image, it can even detect circular objects with radius in 3 pixels.

For the images with S/N=20, the average errors are all smaller than 0.10 pixels for the perfect circular objects. The average errors of x-coordinate and y-coordinate are less than 0.28 for the semi-circles. The average errors are all less than 0.29 for the quartered circles.

Further, for the images with S/N=30, it is seen that the average errors of x-coordinate, y-coordinate, and radius are less than 0.54 pixels for the perfect circles. The errors are less than 0.64 pixels for the broken circular objects. The quartered circles have the errors less than 0.92 pixels.

For the images with S/N=40, the detection results are good too. All of the errors are not larger than 1.36 pixels. Although noise will reduce the estimation accuracy, but the proposed method have the good detection ability. The results indicate that the proposed method is robust for noise.
Another set of testing images that contains various types of objects is shown in Fig. 10. They include some broken, occluded, and perfect circular objects as well as other shaped objects. There are 33 circular arcs in the image. In order to evaluate the proposed method, the image was rotated in 16 different orientations. Fig. 10(a) is the original image, Fig. 10(b) is the edge image, and Fig. 10(c) shows the detected circles. The detected circles are marked as dotted circles, and the centers are marked by a symbol ‘+'. The experimental results indicate that all of the 33 circular arcs in different orientations can be successfully located. Further it has no false detection, all of the other shaped objects are not detected as circles. It indicates that the proposed method has the ability to detect circles correctly under various orientations. That is, the proposed method is robust for the object orientations.

Fig. 11 shows two types of real images evaluated by the proposed method. They are the images of coins and tablet drugs. Both of them contain many circular objects with different sizes. Fig. 12 shows the superimposed images of the detected circles. From the experimental results, it is seen that the proposed method can detect the circular objects of these two types of images correctly. Further, for the cases of occluded coins and tablet drugs, the proposed method can also detect the circular objects correctly without false alarm.
A hybrid approach for circle detection is proposed. Instead of transforming pixels into its parameter space by the HT based approaches, a curve is first classified into linear and nonlinear segments. The nonlinear segments are considered as the candidates of circular arcs. The geometric properties are used to estimate the centers and radii of the nonlinear segments. Next, group nonlinear segments into several clusters. A circle will be identified if the cluster of nonlinear segments has a small fitting error. The proposed method has the advantages of requiring rather small storage, high speed, and high accuracy. Both of the synthetic and real images have been tested to evaluate the proposed method. The experimental results indicated that the proposed method is effective in detecting circles.
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